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| 近年来，AI大模型如DeepSeek在医疗领域的应用迅速扩张，中国多家医院正加速推进**DeepSeek大模型本地化部署，从辅助诊断到科研分析，展现出惊人的潜力。** |

## DeepSeek大模型的医疗部署推动医学AI迈向新高度，然而，伴随技术的飞速发展又涌现了一批新的问题需要解决。

## 一、DeepSeek掀起医疗变革风暴

大模型在医疗领域涉及20余个省份的超百家三级医院，如**北京大学第一医院**、**上海第六人民医院**等。这一基于深度学习和大数据分析的技术，广泛应用于临床、科研、医院运营管理等数十种医疗场景，尤其在临床应用上表现亮眼。

**首都医科大学三博脑科医院神经外科主任张宏伟**分享过一个案例：一位经过多次治疗但肿瘤仍未得到控制的复杂脑瘤患者，张宏伟将其情况发给DeepSeek，仅18秒，它就给出全面且包含最新临床试验的方案，其水平被评价至少相当于省级三甲医院专家。

**陆军军医大学新桥医院**的“新桥DeepSeek”智能体，能在大模型加持下精准解答复杂医学问题、辅助病例分析；

**湖南省人民医院**也提出，未来AI将深度参与临床决策支持、病历质控等场景。



## 二、数据安全：隐私保护迫在眉睫

不过，医疗数据极为敏感，包含患者基因数据、病史记录等隐私信息。一旦泄露，后果不堪设想。**DeepSeek的“开源”特性引发担忧**，开源代码的不可控性可能引入后门程序或安全漏洞，增加数据泄露和系统被攻击的风险。

目前，医院采用本地化部署定制开发的方式使用DeepSeek，既能保证医院数据不外流，又能用专业真实医疗数据训练模型，为患者提供更专业咨询。

但**保护患者隐私**仍是难题，传统匿名化方法存在弊端，需要更精细化的脱敏算法。

随着数据量增加，大规模数据的存储、传输和处理也面临挑战，平衡数据处理效率与安全性有待进一步探索。**若发生信息泄露，医疗机构通常需承担主要责任，且责任划分可能涉及多方**。

## 三、伦理底线：AI需服从人类框架

**AI参与医疗，必须遵循人类医疗伦理框架**。要**坚守医生终审权**、**患者知情权**、**技术可溯性**这三大底线。

医生终审原则早有规定，如原卫生部印发的规范、国家卫健委发布的监管细则等，都**明确人工智能辅助诊断不能替代医师诊断和开具处方**。

在保障医生终审权的同时，建立医生与AI的和谐互动关系至关重要。

研究显示，AI虽强大，但医生若不能熟练掌握，其作用受限。所以，完善教育培训制度等，突破人对AI的信任危机迫在眉睫。

## 四、责任认定：多方交织待明确

我国现阶段人工智能辅助医疗侵权案件在医疗损害责任认定方面，多采用**以过错责任原则为中心**的传统认定方式。

患者需证明医疗机构或医务人员存在过错，医疗机构则需证明已审慎使用AI技术。

当AI自主决策时，因其“黑箱”特性，决策过程不透明，追溯错误原因困难，**易导致医疗机构和开发者互相推诿责任**，影响医务人员履行告知和再判断义务。而且，责任划分涉及多方，目前缺乏统一分担标准。

若人工智能辅助医疗工具被界定为医疗器械，责任认定需遵循《产品质量法》《医疗器械监督管理条例》等法规。

DeepSeek的归类取决于其具体功能和应用场景，若参与诊断或在治疗中起关键作用，就可能按医疗器械规定审批监管。产品存在缺陷时，生产者承担无过错责任，医疗机构若未履行合理使用义务，也可能承担补充赔偿责任。

总体而言，现有医患关系结构未变，医疗机构仍是损害赔偿责任主体。

在笔者看来，AI是好东西，但得先搞定三件事：**把患者数据锁死**、**明确AI只能当助手**、**明确好责任认定的规矩**。技术跑得再快，也不能把医疗的本质给跑丢了，最后还得回归到**"治病救人"**这个根本目的上来。